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NETWORK CONTROL 

Marjorg J .  Johnson 

1. Introduction 

ning and to keep it running efficiently. These functions generdy f d  into the following 
three categories: 

Network control is a set of functions which are necessary to keep a network run- 

1. configuration functions 
3. monitoring functions 
3. fault isolation functions 

The need for network control is widely recognized in tbe literature. According to 
Stallings [19], “more networks have come to grief because of inadequacies in network 
control than from a n y  other problem.” He goes on to say that “except for the smallest 
networks (fewer than 10 to 20 nodes),” a network control center is vital. Other refer- 
tnccS agree about the importante of a network control center. For example, network 
control functions are discussed in great detail in the IEEE Project 802 Local Area Net- 
work Standards ([IO], [Ill, [lzj, 1131) and the draft proposed ANSI Project X3T9.5 
FDDI (Fiber Distributed Data Interface) standards ([3], i$). At present, the-ANSI 
FDDI draft proposed standard, which is basically a mdiftcation of the 802.5 standard 
for fiber optics transmission media, consists of two sections - Mcdia‘Accus Control and 
Physical Layer Standard. Network control functions are &erred to as station manage 
ment functions in these documents. The X3T9.5 committee has decided to prepare a 
separate document for system management [IT]. At this time a table of contents has 
been specified for this document.. The functions listed in this table of contents are con- 
sistent with tbe above categorization of network control functions. 

Standards, is an example of an d i n g  system where a wbaet of network control func- 
tions has been carefully included in the design. NBSKET has a “measurement center,” 
which is used for monitoring the network. This measurement center is described in [l] 
as being “essential for effective use of networks.” 

handles all of the control functions. He describes a single machine with a keyboard and 
operator interface, so that a human operator can initiate “automated functions which 
control the complexities of a network.” However, even though these functions are 
inherently central in nature, they n n d  not all be implemented centrally. For example, 
many network control functions which have been specified in the token ring draft pro- 
posed standards are centrally implemented by a single station called a monitor in [13], 

NBSNET, the local area network designed and built at the National Bureau of 

StaUiigs [19] talks in terms of a network control center, i.e., a single box, which 
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but are distributed in 14). The important requirement is for these functions to be 
automated, so that they can  be done in a manner transparent to the user. 

For the space station, it is especially important that these control functions be 
automated. Provision should be made for human operator intervention on the space 
station and for human operator intervention at an earth station, but for the network to 
function in a reliable manner in an environment where human supervision will not be 
readily available, network control functions must be self-initiating and self-governing. 

The implementation of the functions is a separate issue. Central implementation 
is probably the easiest, but reliability is a major concern whenever a vital function is 
assigned to a single machine. The alternatives to  central implementation are to devise 
distributed algorithms which accomplish the same functions, so that each station can 
use local information about the network to cooperate in solving the problem, or to 
repeat the complete function in each station in the network. The latter solution is only 
possible if memory demands for each station are not excessive. 

The term “network control center” is used throughout this paper as an embodi- 
ment of the various functions which are necessary to  run a network reliably and effi- 
ciently. Use of this term is not meant to imply a particular imp1ementation;central or . 
otherwise. Implementation is discussed as a separate issue. 

The term station is used herein to denote the interface unit between a machine 
(such BS a host) and the transmission medium. Synonymous terms would be adaptor 
(Hyperchannel terminology), network interface unit (NBSNET terminology), and bus 
interface unit (Sperry’s FODS protocol terminology). 

This report is a survey of network control functions which have been identified in 
the literature and ways to implement these functions. The paper is organized into three 
main sections, one for each of the types of network control functions identified above. 
Recommendations for the space station are included as part of the discussion in each 
section. 

2. Configuration Functions 

2.1. Types of Functions 

ture (see [a], [13], [19]): 
The following network configuration functions have k n  identified in the litera- 

2.1.1. Management  of Virtual Cicuitr 

used for comiunication. 
Set up connections between stations and tear them down, if virtual circuits are 
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2.1.2. Directory Management (Name Suver) 

cai add- from network services. Tiat is, more ihan one physical &dress eaii pm- 
vide the same service. Reasons why this is dairable include: 

A name server maps logical addresses to physical addresses, thus separating physi- 

(a) If one station fails, the network can provide a backup in a manner tran- 
sparent to the user. 

(b) It provides a means of flow control, since the network can use information 
h u t  current traffic to select a physical destination which provides the 
q u e s t e d  logical service. 

2.1.3. Ad* Management 
All station addresses must be unique. Duplicak add- can be detected when a 

station attempts to join the network, as specified in the token ring standards ([4] and 
[13j). Some mechanism must then be provided to ensure that station addresses remain 
unique. 

Address management is relatively easy in a token ring network, because messages 
travel sequentially from one station to the next. According to i41 and 1131, a station 
which recognizes that  a message is add& to it, acknowledges m e i p t  of the message 
by modifying a bit in the header. If another station on the ring has the same address, 
the problem is immediately apparent and can be solved easily. Address management 
would require a more dificuit algorithm in a bus or star network, but the function is 
still usentiad. 

3.1.4. Phyaical Management of Statio- 

a station, set station parameters, and disconnect a station from the network. No 
human intervention should be required for these tasks. 

The network control center must be able to connat  a station to the network, reset 

3.1.5. Network Reconfiguration 
The network must be able to reconfigure itself, bypassing a failed portioni In 

addition, applications must be transferable from one station to another, 50 that  the net- 
work GUI function after failure of a single sfation. 

2.1.6. Network Expanaion 
Along with network monfiguration, the problem of allowing for smooth expanda- 

bility is important. System tables within each node must be updated automatically (or, 
according to W h y  [ZZ), with one “controOkOnsole entry”) when the configuration of 
the system changes, and these updates must not interfere with processing. 
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2.2. Imp1 emen ta t ion Suggest ions 
Although Stallings talks of these configuration functions as Wig controlled by a 

central station, other references in the literature (e.g., 141, 1131) describe them as being 
present in each station, with part of them located in each OS1 (Open Systems Intercon- 
nection) layer of the station. 

Several of the configuration functions listed above are addressed by “network 
management,” using the terminology of the IEEE 802.5 token ring draft proposed stan- 
dard i13], or “station management,” using the terminology of the ANSI FDDI draft 
proposed standard 14i. The definition of network management from 1131 is: “The con- 
ceptual control element of a station which interfaces with all of the layers of the station 
and is responsible for the setting and resetting of control parameters, obtaining reports 
of error conditions, and determining if the station should be connected or disconnected 
from the medium.” The definition of station management from [a] is: “The entity 
within a station on the ring which monitors station activity and exercises overall 
appropriate control of station activity.” 

According to  the IEEE and ANSI draft proposed standards, station management 
(or network management) functions within each station of the token ring provide 
automated techniques for handling address management, physical management of sta- 
tions, network reconfiguration (with the exception of moving of applications from sta- 
tion to station), and network expansion. Management of virtual circuits seems to  be a 
function which could also easily be included in station management. Thus, central con- 
trol is not essential for these functions in a token ring network, and t h e  functions * 

could probably be implemented in a similar distributed fashion in networks with dif- 
ferent topologies. 

The nameserver function, because of its global nature, is inherently different from 
the other functions listed above. Most networks discussed in the literature have one 
station designated as a name-server (e.g., see [IS]). Where reliability is a major concern, 
a backup nameserver is essential. However, the name-server function need not be cen- 
trally implemented. An interesting alternative is discussed below. 

Net/One, a commercial local area network designed by Lngermann-Bass, has a 
distributed implementation of a simple nameserver (see 191). The nameserver function, 
matching logical addresses to physical addresses, is distributed among all the nodes. 
Each station contains a table which matches logical addresses with physical addresses of 
devices attached to that station. When a station wishes to make a “connection” with a 
logical address, a name look-up request is broadcast to all stations. Each station looks 
for a match in its tables. Since logical addresses need not be unique, the name lookup 
protocol is designed to select a device that is free. Each station which discovers a suit- 
able match responds to  the request. The protocol allows for repeat requests, if no 
responses are received within a specified time interval. Also, since lack of response to a 
request might simply imply that all suitable devices are busy, there is provision for 
additional m m a g a  to be sent to determine whether or not such a device is currently 
attached to the network. There are both advantages and disadvantages of this name- 
server implementation. The advantages are the reliability and simplicity of the scheme. 
The primary disadvantage is the volume of messages that can be generated by a single 
lookup request. For this reason, this nameserver implementation would not be suitable 
for a large network. 

. 
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To determine whether or no- a distributed namt-server similar -3 the one used in 
Set/One would be suitable for the space station local area network would require a 
study of the impact of the name-server related messages on the jwrformance of the net- 
work. The purpose of including the discussion of Net/One’s namtserver herein is not 
to suggest that this scheme be adopted for the space station local area network, but 
instead to present an alternative method of handling a function which is generally 
accomplished in a centralized fashion. Distributed implementation of functions is gen- 
erally considered to enhance the reliability of a system, and nliabiiity is an important 
requirement for the space station local area network. Study of current distributed tech- 
niques may yitld ideas which are suitable for the space station. 

3. Monitoring Funetiona 

the performance of real-world network implementations,” rccordiig to Sventek et al 
[ZO]. This is because of simplifying assumptions which must often be made in order to 
obtain analytical results. Thus, the  only way to determine the true performance of a 
network is on-line collection and analysis of statistics about network traffk. This is 
especially .mportant on the space station, where the network must be able to detect and 
correct minor performance problems in the absence of a human operator. 

Monitoring functions are typically divided into thm artbs: gathering of statistics, 
data  analysis, and artXcial traffic generation (see fl] and i191). The need for gathering 
of statistics and data analysis is d-evident .  This t the only way of determining how 
the network is operating. Artificial traffic generation is necessary so that network per- 
formance can be observed under a controlled load. This can be a useful tool in the 
laboratory before the network becomes operational. After the network is in place, artif- 
icial traffic generation can help to pinpoint problems before they become crippling, and 
it can help in planning for future growth of the network. 

It b an “unsettling fact tha t  current performance models do not appear to predict 

3.1. statistics to Gather 

which are considered important for the netw6rk. Typical statistics might include: 
Selection of the particular statistics to gather depends on the performance issues 

number of packets 
number of packets by source 
number of packets by destination 
number of data  packets 
number of control packets 
packet size 
packet delay 
number of t i m e  transmission of packet was attempted 
number of collisions 
number of packets received in error 
number of retransmissions at a particular node 
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response time 
acknowledgement delay 

3.3. Data Analyris 

to locate bottlenecks, and to determine efficiency of network operation. Various quanti- 
ties which might be computed are throughput, utilization, mean packet delay, mean 
time to establish a virtual circuit, mean acknowledgement delay, e k .  Statistical 
analysis can be used to answer performance questions, such as the following: 

The goal of data analysis is to pinpoint possible problems with network resources, 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

Is traffic evenly distributed among network users? Uneven distribution might indi- 
cate a problem with some of the stations, it might indicate that more efficient 
operation might be achieved if applications were moved to different stations, or it 
might indicate a basic unfairness in the access protocol. 

Are collisions excessive? If so, this'might indicate a problem with the link access 
protocol or with the hardware. It is also informative to count the number of colli- 
sions each individual packet is involved in. This will indicate if there are problems 
with a particular station. 

Are retransmissions excessive? Are retransmissions excessive for a particular sta- 
tion? If so, this also might indicate a problem with the link acc& protocol or with 
the hardware. 

Is packet delay excessive? What is packet delay attributed to? 

What is tbe maximum capacity of the channel? 

What is the maximum number of active stations which can be supported by the 
network? 

How does the traffic load affect utilization, throughput, and delay? 

Is one station more successful than others in getting its packets successfully 
transmitted? If so, this might indicate a basic unfairness in the l i i k  access proto- 
col. 

Interesting observations from [20] about the experimental performance of a token 
ring illustrate the importance of careful monitoring of a network. The token ring access 
protocol is generally considered to be fair, since permission to send a packet is bequen- 
tially passed from one station to the next around the ring. Sventek et a1 1201 obtained 
some surprising experimental results with a token ring. An important feature of the 
network interface they were observing is that there is only a single buffer for incoming 
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packets. Thus, after a packet is received, the interface is busy until that packet has 
been transferred to host memory. Because of buffer availability problems, Sventek et al 

if there are only two stations on the ring sending messages, both sending to the same 
receiver, i t  is possible for transmission time and packethandling time to be such that 
one sender will be effectively blocked from use of the channel. Sventek et al point out 
that  tbe solution is not as easy as simply adding a second buffer in the receiver; this 
will only postpone the problem. In addition, higher transmission rates (such as those 
envisioned for the space station local area network) will magnify buffer availability 
problems. 

+ b s i v d  4h-• LuQL -as... u,-, --as Aub-ges 'sycrc shp!y d~arped by the receiver. As an extreme case, 

3.3. ArtifSeial TnfZic Generation 
Monitoring of network performance using artificially generated traffic is an effec- 

tive way of &sting a network in the laboratory before it is put  into operation. In this 
way, network designers can determine protocol errors and/or other weaknesses in the 
network that need to be corrected. After the network is in operation, artificial t r f i c  
generation is useful to indicate the existence of potential problems before they become 
serious (Le., before the system crashes), and to tell whether the system is beiing used 
efficiently. 

3.4. Implementation Snggeationa 
Statistics gathering can either be done centrally, in a distributed fashion, or as a 

mixture of the two methods. Data analysis, on the other hand, probably requires cen- 
tralization. h a  'to be considered when deciding how to implement statistics gather- 
ing are the types of statistics which can be gathered, overhead involved in gathering 
and analyzing statistics, and reliability of the process. For example, if statistiu are 
gathered centrally, then one station can monitor network traffic, quietly eavesdropping 
without contributing any additional traffic to the network. This same station can then 
analyze the data it has gathered, again adding no overhead to the network. The poten- 
tial problem 6 t h  gathering and analyzing statistics centrally is the classic problem of 
reliability of the central station. An additional problem is that not all statistics can be 
gathered centrally. For example, information about number of collisions per packet can 
be determined only by the individual sendmg stations. 

If statistia are gathered in a distributed faahion, then each station does some 
monitoring of network traffic. These statistics may be summarized internally at each 
station, but tabulated results would then have to be sent to a central location for 
analysis. This would contribute additional traffic to the network, which is purely over- 
h a d .  The tradeoff is that reliability is enhanced by dwtributing the Statistics gathering 
function. Note that analysis is still done centrally, 50 that reliability of this central sta- 
tion is still a concern. 

and distributed. Lndividual stations could gather statistics that only they would be 
capable of gathering and a central station could gather all other desired statistics. The 
individual stations would have to send summaries of information to this central station, 

-4s a third paaibility, statistics can be gathered in a fashion that is both central 
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but the volume of information would be reduced, thus generating less overhead for the 
network. Reliability of the central station is still a concern. 

The implementation scheme used for NBSNET il] is the third one, where statistics 

buted fashion. Information is then summarized by the separate stations and sent to the 
central station for analysis. 

For the space station local area network it is desirable to distribute these monitor- 
ing functions as much as possible. Adequate backup must be provided for those func- 
tions which are implemented centrally. Results of data analysis should be available 
either to a human operator, if one is present on the space station, or to a human opera- 
tor at an earth station. That is, data analysis results should be transmitted periodically 
to  an earth station, so that network performance can be monitored in the abscnce of 
human operators on the Space Station. 

. are gathered partly by a central station and partly by the separate stations in a distri- 

-4. Fault bolation 
Ideally, failure of a n y  device attached to  the network should not cause failu.re of 

the entire network, only the function or service offered by that individual device. To 
facilitate ease of maintenance and repair, the network should be self-diagnosing, i.e. the 
network should continuously monitor itself to  detect faults. When a problem is 
detected, the network should be able to  determine the nature of the problem and to iso- 
late the fault to a single component or to  a small group of components. 

The emphasis in the literature is on determining where a problem lies; actual 
repair is generally done by human intervention. Automation of fault isolation is espe- 
cially important for the space station local area network, where a human operator will 
not be available for on-site testing of all components when a problem occurs. Automa- 
tion of the repair process is equally important on the space station. Depending on the 
particular problem, correction could mean disconnecting a station, switching an appli- 
cation from one station to another, using an addressable tap to cut off part of the net- 
work, etc. As a last resort, the network control center could alert an operator for 
human intervention. 

4.1. Implementation 
Network topologies such as the token ring and the star lend themselves readily to 

fault detection and isolation, primarily because of the use of point-to-point links in 
these topologies. In the example of the star network below, provision is also made for 
reconfiguring the network to  maintain at least partial functionality of the network after 
a fault occurs. 

4.1.1. Token R i g  Fault bolation 
Proponents of the token ring architecture argue that fault isolation is easier to  

accomplish with a token ring than with any other type of architecture. The IEEE 802.5 
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token ring draft proposed standard 1131 calls for a central network monitor. The moni- 
toring capabilities reside in each station, but st any one time, only one station is func- 
tioning as the active neGwork monitor. The primary piiippss of this ztt ivt  ,-miter b ti9 
recover from error situations, such as lost token or persistently circuiating frame. The 
active monitor periodically initiates a neighbor notification procedure, by which each 
station learns the identity of its upstream neighbor. This knowledge is useful for identi- 
fying the failure domain in case of serious hardware problems in the network. such M a 
broken cable or a station that is transmitting constantly. 

seen a token for a certain period of time or because it has not detected the presence of 
an active monitor for a certain period of time), it attempts to become the active moni- 
tor and to generate a new token. If this token-claiming process fails, the station begins 
to transmit “beacon’y f r a m a  lir addition to alerting all stations that a problem exists, 
the &on frame pinpoints the location of the problem because it contains the a d k  
of the beaconing station’s upstream neighbor in its information field. A station contin- 
ues to send h n  frames until it receives beacon frames. If i t  receives a beacon frame 
sent by another station, i t  g a s  into the idle state and defers until the situation is 
corrected. If it receives a beacon frame from itself, it initiates the token-claiming p r e  
cess, and the ring corrects itself. Note that there is at most one station which persists 
in sending beacon frames. If this beaconing station doesn’t receive any beacon frama 
within a specified time period, then this means there is a serious hardware problem, and 
the beacon frame pinpoints the location of the problem as being either in the transmit- 
ting side of the station upstream of the beaconing station, in the receiving side of the 
b o n i n g  station, or in the link between them. Maintenance people are thus directed to 
the proper location to correct the problem. 

The ANSI FDDI token ring draft proposed standard [4] also specifies monitoring 
functions, but the functions are distributed among the various nodes. That is, there is 
no central monitor. The beacon frame is still the signal which is used to  denote serious 
hardware problems. This time, the information field of the beacon frame doesn’t con- 
tain the address of the upstream niighbor, because the various stations do not know the 
identity of their upstream neighbors. However, this information is not really essential 
to  the location of the problem, because (as mentioned above) at most one station per- 
sists in sendmg beacon frames. This means that  the problem must be either in the 
transmitter of the station whicb is upstream of the beaconing station, the receiver of 
the beaconing station, or in the link in between. 

- When a station becomes aware of a major network problem (because it has not 

4.1.2. Star Network Fault tolation 

center is active, then fault detection and isolation are trivial, because the center has 
easy access to complete knowledge of network traffk and because the center has com- 
plete control over network trafic. The obvious tradeoffs are the complexity and n l ib i l -  
ity of the &mer. 

IBM has developed an interesting s t a r  network, described by Closs and Lee in I?]. 
In this network the star node (i.e., the center) has a simple design and contains only a 
few logic circuits and a receiver and transmitter for each link. The claim is that the 

A star topology network may either have an active or a passive center. If the 
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star node is highly reliable (just M a passive center would be) because of its simplicity 
and because of the availability of highly reliable transmitters and receivers. In addi- 
tion, the simple capabilities of the star node allow for a greatly improved access proto- 
col, bs compared to a star with a passive center. 

The basic design of the network is a star node in the center, with stations con- 
nected to it via full duplex links. Stations transmit packets whenever they wish. To 
transmit a packet. a station sends it to the star node, which then broadcasts the packet 
to all attached stations, including the sender. If a station does not receive its transmit- 
ted packet back from the star node, it retransmits the packet. When a station receives 
a packet from the star node, it examines the destination address specified in the packet. 
If the destination address matches its own address, the station accepts the packet; oth- 
erwise, the station ignores it. 

for tbe broadcast channel &e., the links from the star node to the stations.) This con- 
tention is resolved by the hardware within the star node, 50 that there are no collisions 
on the channel. A distinctive characteristic of this network configuration is that max- 
imum utilization is independent of maximum propagation delay. In addition, because 
there are no collisions to destroy a packet while it is being transmitted, maximum utili- 
zation is also independent of packet transmission time. Cioss and Lee claim that 
because there is DO wasted bandwidth due to collisions and because the star node can 
essentially pump out one message after another on the channel, maximum utilization of 
the channel is close to 100%. 

Even though the star node is claimed to be reliable, Closs and Lee recommend 
that to avoid a catastrophic failure, a maximum of 16 or 32 stations should be attached 
to one star node. For larger networks they suggest a hierarchy of star networks, in 
which star nodes are connected to other star nodes in a rooted tree configuration. At 
each level of the tree, stations as well bs lower level star nodes (sons) can be connected 
to a (father) star node. Circuitry in the lower level star node is modified so that output 
from a lower level star node is sent to the next higher level (father) star node. Packets 
received from the father star node are broadcast to a l l  stations and star nodes at the 
next lower level. 

Reliability of the root star node is of course a vital concern in such a configura- 
tion. However, special provisions are included to enhance reliability, as follows. All 
links between star nodes are monitored constantly to detect failure. When a star node 
detects that  idle time on the channel exceeds a specified amount of time, it sends a 
short transmission burst (called a test burst) t o  the father node. A timer is set when- 
ever a node sends either a packet or a test burst to its father node. If no transmission 
(either what was sent or any other packet) is received from the father node within the 
round trip propagation time, the link to the father node is declared failed. The failure 
can of course be either in the link or in the father node itself. After detection of its ina- 
bility to communicate with its father node, a star node automatically redirects output 
intended for the father node to i t s  downlinks, thus becoming the root node of a subnet- 
work. This is referred to M loopback mode. Thus, failure of a s t a r  node splits the tree 
into subtrees. Some functionality is certainly lost, but the entire network is not 
brought down by a single failure. During the loopback mode, the star node continues 
to monitor the link to  its father node, so that 

Since stations transmit packets whenever they wish, there is certainly contention 

as communication is restored, the 
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node automatically disables the loogback mechanism and the original configuration of 
the tree is restored. 

carefully included to enhance reliability. The paper by Clos and LAX was presented at 

a local networks workshop in August, 1980. The specifications for the network do not 
even remotely resemble more recent local area network announcements by IBM. It 
would be interesting to learn the current status of this design. 

This network appears to  have been carefully planned and provisions have been 

4.1.3. Topology-Independent Fault Isolation 

information about its status Willard 1231 suggests two ways. First, a control center 
could poll tach station periodically, requesting a status packet. Second, each station 
could p e r i d i y  send a status packet to a control center, without beiig polled. Each 
of t h e  methods assumes the existence of a central monitor. Each of these methods 
also requires the overhead of sending status packets from the individual stations. 
Tradeoffs between the two methods are as follows. The first method requires the addi- 
tional o v e r h d  of polling, but the control center could perhaps schedule the polling to 
interfere minimally with network traffic. However, if the control center polls only after 
it sensu a problem, it might be too late to prevent the network from crashing. If sta- 
tions send status packets in the absence of knowledge of the network load, they could 
unknowingly add to the demands on an already over-burdened network. The interval 
between sending of successive status packets would have to be carefully selected. 

Stallings ;19] suggests two ways to maintain functionality of part of the network 
after failure of a resource, regardless of the topology of the network. The first method 
is to use addrasable taps to cut off the portion of the network that has failed. This 
method is especially useful if the network has a tree topology. The second method is to 
partition the network into relatively small subnetworks, each of which could function by 
itself in case of a failure in another part of the network. If the partitioning is done in a 
meaningful r a y ,  so as to keep the majority of the traffic local, then failure of one sub- 
network theoretically should have a minimal effect on the rest of the network. 

These topology-independent methods of monitoring network status and maintain- 
ing at least partial functionality of the network after a failure are certainly not as 
elegant as tho# presented for the token ring or IBM's star network. However, they 
illustrate that bruteforce mcthods can be workable, too. 

There are also topology-independent ways to monitor a network so as to maintain 

. 

4.2. Spec& &Porn to Addrcu and Correct 
The errom discussed in this section are physical resource failures. These failures 

cause problcms that are common to all local area networks, regardless of the particular 
topology. Thb means, for example, that token handling problems in a token ring n e t  
work are not discussed here. In addition, link control problems such M packets des- 
troyed by nabc on the line, duplicate packets, lost packets, packets out of order, etc., 
are not d i d  here, because they are handled the same as in long-haul networks. 
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4.2.1. Cable Failure 
Loss of the cable can mean loss of part or all of the network. The standard way to 

protect against cable failure is to provide a backup cable. However, a backup cable 
does not provide the reliability one might expect. Spragins il8) and Stallings I191 argue 
that failures of a primary and a backup cable are often dependent. One of their argu- 
ments is that  for practical reasons, the backup cable and the primary cable are usually 
located near each other. Hence, if the primary cable is physically damaged, the backup 
cable will probably be damaged also. 

The need for a backup cable for the space station local area network seems clear. 
The warnings of Spragins [le] and Stallings 1191 should be heeded. Placement of a 
backup cable should be carefully determined. If cost and,lor weight are not prohibitive, 
it might be desirable to use the primary and backup cables to connect the stations in 
two different topological configurations. The use of the backup cable must also be care- 
fully determined. Probably the simplest implementation is to  use the .backup cable only 
if there is a failure in the primary cable. Another implementation would be to  use the 
backup cable for control messages, while the primary cable is used for data messages. 
This would effectively assign a higher priority to control messages. If the primary cable 
fails, then the entire load would have to be shifted to the secondary cable. A third pos- 
sibility would be to  use both channels all the time, thus increasing throughput, but also 
increasing complexity because of the necessity of making a decision as to which channel 
to use. 

Because of the severity of a broken cable in a network with a ring topology, several 
schemes have been devised for use of a backup channel in such a ring. One of the more 
interesting scbemes is the DDLCN, the Double Distributed Loop Computer Network, 
designed and built at Ohio State University 1211. DDLCS is a point-to-point ring n e t  
work, which consists of two loops transmitting in opposite directions. Both loops are 
used simultaneously for message transmission; a routing function in each node selects 
the loop to be used for transmitting a particular message by determining which one 
gives the shortest path to the destination. The most distinctive feature of the DDLCN 
is its reliability. h a u s e  of the double ring and because of some complex management 
of these loops'(inc1uding the routing decisions made by each node), the network remains 
intact after any number of single link failures (Le., failure of a link on one loop, while 
the corresponding link on the other loop remains intact) or after one double link failure 
(i.e.. failure of corresponding links on both loops). A disadvantage of the DDLCN is 
the complexity of the point-to-point routing scheme, whereas most local area networks 
require no routing scheme at all. 

- 4.2.2. Tranrmiaaion Medium Component Failure 
Transmission medium components are devices whicb are used to attach stations to  

the cable, to  attach sections of cable to &h other, and to transmit the signal along the 
cable. Examples of these devices are repeaters, connators, taps, splitters, amplifiers, 
and the headend. Different components are required for different networks, depending 
on the t o p o l w  of the network and on the type of transmission medium used. Each of 
these devices is highly reliable, but of course., failures can still occur. The standard way 
to enhance reliability is to use a backup cable. If a fault is detected in a component 
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attached to the primary cable, the stations simply switch t o  using the backup cable 
instead. 

concentrators” provides a solution to this problem, as described below. IBM has 
developed a token ring network that is really a hybrid ring/star network (see IS;, i14‘). 
It consists of a main ring that interconnects a set of wiring concentrators. Stations are 
then connected to the ring via the wiring concentrators. This hybrid configuration 
enhances reliability, serviceability, and availability for several reasons. For one thing, 
the main ring can be centrally located. This means that maintenance and fault isola- 
tion are easier to perform. In addition, each concentrator contains a bypass relay for 
each station so that  the ring can be automatically reconfigured to bypass a station in 
case of failure of that  station or of the cable connecting i t  to the main ring. 

The headend is a particularly vulnerable point in bus and tree networks which use 
a unidimtional transmission medium. In such a network signals propagate in only one 
direction. Thus, two data paths are required, one for outgoing signals and one for 
incoming signals. The headend is the point in the network where these two data paths 
are joined. In a bus network the headend is simply one end of the bus; in a tree net- 
work the headend is the root of the tree. Stations transmit toward the headend; they 
receive from the headend. If the two data paths are separate cables, the headend is 
simply a passive connector between the two cables, and reliability is not a major con- 
cern. If the incoming and outgoing paths are different frequencies on dne cable, then 
the headend is an active component, because i t  contains a frequency converter. Failure 
of the headend would mean failure of the entire network. Provision for a backup is 
again the standard way to  enhance reliability. 

Repeater reliability is of special concern in a ring network. The use of “ring wiring 

4.2.3. Station Failure 

mance) is jamming, meaning that the station is transmitting constantly. Jamming of 
one station renders the entire network useless. This phenomenon is also referred to as a 
jabbering station. As a solution to the jamming problem, Stallings suggests using 
add-ble taps to locate and shut out the problem. A better solution is suggested in 
the token ring draft proposed standards, 141 and 1131. This solution is not really depen- 
dent on the ring topology, but of course the ring topology makes it easy to locate the 
problem. This solution calls for a timer to be present in each station. This timer 
allows transmission only so long before the station disconnects itself from the network. 

The jamming problem is canfully addresscd in the literature. The 802.4 physical 
layer draft pro@ standard I121 specifies that  each station must contain a “jabber- 
inhibit” function. According to the proposed standard: “If a station does not turn off 
its transmitter after a prolonged time (roughly one-half sand), then the transmitter 
output must be automatiurlly disabled." 

Other types of station errom include erratic behavior, transmitter malfunction 
(e+, sending of distorted signals), and deaf receiver. These other station failures are 
not as serious as jamming; one station may be lost, but the effect on the rest of the net- 
work will be minimal. However, the problems should still be dealt with. For example, 
if a station cannot receive any messages, the other stations should be informed of the 

The most serious failure of a station (in terms of degradation of network perfor- 
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situation, so that messages will not be addressed to the inaccessible station. 
As indicated above, fault detection and isolation are straightforward if a token 

ring is used. If a different topology is used, network status must be constantly moni- 
tored. Either way, the station with problems must be located. A simple resetting of 
the station might solve the problem.’ If not, the station should be disconnected from 
the network. Information that might be used to sense the failure of a station could be 
number of unacknowledged messages, excessive packet delay, etc. 

An additional consideration is the importance of the applications resident in each 
station. To maintain availability of vital services to the network, each of these abplica- 
tions should be available in more than one station. Some form of directory manage- 
ment would then have to  be used to provide proper access to the applications. 

ing a station from the network. This is the only way to protect the network from debil- 
itating station jamming. The IEEE and ANSI token ring draft proposed standards 
specify that station management can reset a station, disconnect a station, and change 
values of operational parameters within the station. For full protection, it would also 
be beneficial to be able to perform these services for one station via control messages 
from another station. Then as a last resort, a human operator at an earth station could 
transmit instructions to disconnect a station. 

It is essential for the space station that the capability be provided for disconnect- 

4.2.4. Network Control Center Failure 
Distribution of the functions of a network control center is one way to enhance 

reliability. If tbe control center is indeed physically contained in a single station, then 
there should be a backup station ready to assume the control functions if necessary. 
Stallings 1191 suggests that the backup control center should be entirely separate from 
the primary unit (i.e., connections to  the network should be separate) and that the 
backup should be able to disconnect the primary from the network. Another useful 
suggestion is that the primary control center have two distinct connections to the net- 
work. 

bility of the network control center, since it is not really needed if the network is work- 
ing properly. This is not the case with the space station. Positive measures must be 
implemented to enhance the reliability of the network control center. If network control 
is accomplished by a single station, a .backup station is essential. An alternative 
method of enhancing reliability is to  distribute the functions of the control center as 
much as possibie and to duplicate the remaining centralized control functions in every 
station in the network. The feasibility of this alternative solution depends on the com- 
plexity of the algorithms which would have to be implemented and the amount of extra 
memory that would be needed in each station. 

Stallings i19j says that it is “reasonable to take no measures to enhance” the relia- 
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5. ConclurioM 

oniy towards determining the basic mechanics of how to provide ior communication, 
but also towards determining how to do it efficiently and reliably. The need for net- 
work contrel functions is clearly recognized in the literature. Yet detailed plans for 
implementation of these functions are just beginning to appear, and commercial sys- 
tems are just beginning to address these problems. "Real time monitoring and tuning 
tools, fault isolation procedures, on line maintcnance, are requirements not yet fulfilled 
by the LAN suppliers," according to one author 1151. 

Reliability of token ring, token bus, and star  networks has been addressed in the 
literature more than reliability of networks with other topologies and/or medium access 
schemes. Perhaps this is because of obvious reliability problems with these networks, 
such as vulnerability of the center of a star network, the serious consequences of a break 
in the cable of a ring network, and problems managing the token in a token ring or 
token bus network. On the other hand, a bus network using a passive transmission 
medium is generally considered to be a reliable system. Monitoring of such a network 
has not been cons ided  necessary. 

Whichever topology/accesspro t l  combination is selected for the space station 
local area network, reliability is a prime concern. Thus, active measures must be taken 
to ensure reliability. Since the particular configuration (Le., the topology and medium 
access protocol) of the space station local area network will not be selected in the near 
future, it is imperative to devise methods of implementation of all of the network con- 
trol functions discussed herein for each possible choice. It would be preferable to dev'ke 
con~gutarion-indtp;ndent methods of implementation of these functions. The work 
which has been done to date on the ANSI and IEEE draft proposed token ring stan- 
dards ([3], 141, j131) is extensive and should serve as a model for this task. 

area network than for land-based networks. Since constant human supervision is 
unlikely, automation of all the control functions discussed herein is usential. A h ,  
fault isolation by itself is insufficient. Fault correction, to maintain at least partial net- 
work functionality, is a necessity. The requirement for such a high degree of reliability 
is unique to the space station environment. Studies of how to obtain this reliability 
must be undertaken by NASA, because these issues will probably not be addressed oth- 
erwise. 

Local area network technology is maturing, so tha t  research is no longer directed 

The scope of network control functions must be broader for the space station local 

. 
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